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Cooking is an essential activity that enhances quality of life by enabling individuals to prepare their own meals. However, cooking often
requires multitasking between cooking tasks and following instructions, which can be challenging to cooks with vision impairments if
recipes or other instructions are inaccessible. To explore the practices and challenges of recipe access while cooking, we conducted
semi-structured interviews with 20 people with vision impairments who have cooking experience and four cooking instructors at a
vision rehabilitation center. We also asked participants to edit and give feedback on existing recipes. We revealed unique practices
and challenges to accessing recipe information at different cooking stages, such as the heavy burden of hand-washing to interact
with recipe readers. We also presented the preferred information representation and structure of recipes. We then highlighted design
features of technological supports that could facilitate the development of more accessible kitchen technologies for recipe access. Our
work contributes nuanced insights and design guidelines to enhance recipe accessibility for people with vision impairments.
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1 INTRODUCTION

Cooking independently is a common activity of daily living across the world. Being able to prepare food is a major
contributor to a sense of self-efficacy and quality of life. Cooking often requires multitasking, as cooks must prepare
food (often through time-sensitive tasks) while following an overall plan, either memorized or by following a video or
recipe. Recipes, whether presented as text or video, contain important procedural and contextual details that are often
essential to correctly preparing dishes [14, 58]. Increasingly, home cooks are looking beyond cookbooks and relying on
online cooking resources such as blogs and videos as part of their home cooking toolkit [16].

Cooking can present a variety of accessibility challenges to blind and visually impaired cooks, including inaccessible
tools, ingredients, and workspaces [48, 49, 75]. Recipes may be inaccessible when they include instructions that expect
the cook to be sighted. For example, a recipe might include an instruction to cook an item until it is a particular color
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(e.g., cook the chicken until golden brown). The lack of non-visual alternatives and descriptions create obstacles to
cooking for people with vision impairments [8, 39]. Barriers to cooking one’s own food can lead to over-reliance on
takeout or prepared foods, which can lead to poor nutritional outcomes [33].

While prior research has taken a holistic approach to understanding accessibility challenges in the kitchen (e.g., [48]),
there is value in directly exploring issues related to recipe accessibility, as changes in how home cooks use recipes
may perpetuate or increase inaccessibility. Furthermore, incorporating “smart” technologies into the kitchen may
present opportunities to improve autonomy for people with disabilities [9]. It seems likely that these accessibility
challenges may be partially addressed through the introduction of technology, such as tactile displays [2, 67], smart
speakers [3], computer vision systems [26], crowdsourced human assistants [7, 17, 77], and AI assistants [22]; however,
identifying the most promising opportunities first requires an exploration of current recipe use by people with vision
impairments, specifically exploring how cooks with vision impairments currently use recipes and other information
sources, accessibility challenges they encounter while doing so, and their wishes for future technology.

To explore these questions, we conducted semi-structured interviews with 20 people with vision impairments who
have experience with cooking, along with interviewing four cooking instructors from a vision rehabilitation center.
Our research was guided by the following research questions:

• RQ1: What methods, strategies, and challenges do people with vision impairments have when accessing recipe
information while cooking?

• RQ2: What types of recipe information, descriptions, alternatives, and structures are most helpful during the
cooking process?

• RQ3: How might improvements in technology improve the accessibility of cooking instructions?

By exploring these questions, our work provides insight into how people with vision impairments currently use
recipes while cooking (Section 4), introduces the preferred design of recipe content and structure (Section 5), and
identifies opportunities to create more accessible home cooking experiences (Section 6).

2 RELATEDWORK

2.1 Accessibility of Cooking and Meal Preparation for People with Vision Impairments

People with vision impairments often choose food options in part to avoid accessibility problems [8]. Through a
survey of over 100 visually impaired people, Jones et al. [33] found a significant correlation between the severity of
vision impairment and difficulty in shopping for ingredients and cooking meals. Vision impairments are related to
malnourishment and poor quality of life [33]. Through semi-structured interviews with nine visually impaired people
in 2009, Bilyk et al. [8] found that people with vision impairments heavily rely on prepared food from outside sources,
such as restaurants, mostly in order to avoid cooking. Kostyra et al. [39] found that out of 250 survey respondents, 58%
of participants usually consume ready-to-eat products [39].

Other research has identified specific accessibility challenges in the kitchen. Bilyk et al. [8] uncovered various
challenges that visually impaired individuals encounter while cooking, including accessing cooking instructions and
recipes. Li et al. [48] mentioned that accessing recipes can affect how people with vision impairments learn, prepare,
and perform cooking actions, specifically due to inaccessible recipe content [48]. This research extends prior work to
focus on accessibility challenges related to accessing and following recipes.
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2.2 Accessible Technology in the Kitchen

Prior research has explored a variety of approaches to provide non-visual access to kitchen equipment, including using
computer vision [21, 26, 60, 71], voice interactions [1, 5, 12], and tactile marking [27, 30] to better support visually
impaired individuals interacting with different kitchen appliances. For example, Guo et al. [26] leveraged computer
vision and crowd workers to support people with vision impairments to interact with interfaces of kitchen appliances,
such as microwave oven. Beyond making appliance interfaces accessible, prior research has also explored various
approaches to support people with vision impairments to interact with devices through different gestural interactions
[6, 34, 35, 52]. However, it is unknown how these technologies can be adopted and designed to better support people
with vision impairments interacting with recipe information.

2.3 Electronic Recipes and Cooking Instructions

Recipes act as the main source of cooking activities [11]. Prior research has been conducted in order to explore recipe
wording and construction. For example, Tasse and Smith [70] created CURD, a database of recipes annotated using the
MILK language, a meaning representation language based on first-order logic, to break recipes and steps into pieces
of a specific format and function. Various online services that can recommend a recipe based on a set of ingredients
exist, such as the Kroger Chefbot [40] and ChatGPT [62]. Prior research further explored algorithms to provide more
adaptive recipes based on individual needs [72], cooking difficulty [42], and comparison of similar recipes [14]. Teng
et al. [72] measured the role of ingredients in recipes, as well as the relationships between co-occurring ingredients.
They constructed networks to capture these relationships and used these networks, as well as user feedback, to create
recipe recommendation algorithms. Instead of looking at ingredients as previous studies did, Kusu et al. [42] calculated
the difficulty of recipes based on the cooking activities involved and proposed formulas that related cooking activity
difficulty level with recipe skill level [42]. Given these approaches to extracting recipe information and providing
adaptive and customized recipes, it is unknown how these can be leveraged for visually impaired individuals, and more
importantly, what are the procedural and contextual information needs by people with vision impairments and why.

Practically, there are different ways of accessing recipe information for cooking, including various online resources
to find recipes (e.g., AllRecipes.com [4], FoodNetwork.com [61]), traditional cookbooks [18], cooking videos on YouTube
[80], or even smart speakers [3]. There are also recipes and personal blogs on which users can post any recipes that they
wish to share [20]. Given majority of recipes are text-based, prior research has explored systems to support people with
vision impairments access text-based content, such as screen readers [31, 43, 45, 56, 66], speech synthesizers [10, 25, 69],
and Braille displays [2, 67]. On the other hand, some recipes might be stored in tactile, image, or video format. prior
research also explored different ways to support visually impaired people access tactile [63], video [19, 55, 76] and
image content [28, 59]. Based on existing accessing methods to different forms of content, it is unknown how do people
with vision impairments currently access recipe information, as well as the design features of systems for non-visual
access to recipes while cooking.

3 METHOD: INTERVIEWSWITH HOME COOKS & ADAPTIVE COOKING INSTRUCTORS

We conducted semi-structured interviews with blind people who have experience in cooking, and with adaptive cooking
instructors from a vision rehabilitation center. Participants were compensated with a $20 gift card. The recruitment
and study procedures were approved by our Institutional Review Board (IRB). The semi-structured interviews were
conducted through Zoom [32], and all interviews were audio-recorded and transcribed, verbatim.
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Participant Age Gender Vision Self-Description Years at Current
Vision Level

Years Cooking Days per Week
Cooking

P1 32 Female Totally Blind 21 15 3
P2 61 Male Totally Blind 22 53 4-5
P3 48 Female Totally Blind 48 20 7
P4 57 Female Totally Blind 42 40 2
P5 47 Male Legally Blind with light perception 47 23 Several
P6 38 Male Totally blind in one eye, Legally Blind in other 5 32 Several
P7 44 Female Totally Blind, some light perception in one eye 44 20 4-5
P8 26 Male Legally Blind 6 20 2-3
P9 31 Female Totally blind in one eye, Legally Blind in other 4 18 3
P10 61 Female Totally Blind 61 45 7
P11 38 Male Totally Blind 10 30 7
P12 67 Male Legally Blind 67 49 7
P13 36 Male Legally Blind 5 about 20 7
P14 30 Female Totally Blind 22 11 once per month
P15 70 Female Totally Blind 54 58 7
P16 24 Female Legally Blind, 24 2 3-4
P17 39 Female Totally Blind 13 26 7
P18 48 Female Totally Blind with very little light perception 48 40 3-4
P19 46 Male Totally Blind 46 29 7
P20 24 Male Legally Blind 12 14 3

Table 1. Home cooks with vision impairments who participated in our study

3.1 Interview with Blind Cooks

3.1.1 Participants. We recruited 20 blind participants (Table 1) through social media (Twitter and Reddit), and mailing
lists maintained by blindness organizations. All participants were 18 years or older, legally or totally blind, experienced
in cooking, and able to communicate in English. Table 1 presents participants’ demographic information.

3.1.2 Pre-interview Survey. We asked participants to complete a pre-study questionnaire to confirm that they met
the inclusion criteria and asked for demographic information, cooking frequency, recipe sources they use, and three
dishes they would like to learn. The questionnaire was administered using a Google Form [23] and is included in the
supplementary material.

3.1.3 Home Cook Interview. Each interview session took approximately 90 minutes and covered the following topics:

(1) Demographics and Background [∼ 5 Minutes]: participants’ age, gender, descriptions of vision level, and
cooking experience. (see Table 1);

(2) Current Cooking Practices [∼ 20 Minutes]: participants’ current ways of accessing recipes and cooking
information, such as what technologies they use to search for cooking-related information, how they gather
information about physical objects while cooking, and how they adapt information resources to make them
accessible;

(3) Recipe Review and Editing [∼ 30 Minutes]: participants edited recipes as described in the next section
(Section 3.1.4);

(4) Current & Desired Technology Use [∼ 30 Minutes] participants’ experiences with different technologies and
services to access recipe information while cooking.

3.1.4 Recipe Review and Collaborative Editing. As part of the interview, we asked participants to read and reflect on
recipes that they were unfamiliar with, but that reflected dishes they were interested in learning to cook. We used this
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Participant Age Gender Vision Description Years at Current Vision Level Instruction Experience
I1 58 Female Legally Blind 4 9 months
I2 24 Female Sighted 24 10 months
I3 58 Male Legally Blind, can only see high contrast 3 4 months
I4 65 Female Totally Blind 35 30 years

Table 2. Instructor Demographic Information

activity as a probe to get concrete feedback about recipe content and structure, while choosing recipes that matched
participants’ interest and abilities.

During the pre-interview survey, we asked participants to name three dishes that they would be interested in learning
to cook. Before the interview session, we located recipes for each of the dishes through recommended recipe sources by
participants, and edited them into a simplified text format. During the session, we walked through the recipes with
participants and collected their feedback about each step. This process also informed our follow-up questions during
the rest of the interview.

3.2 Interview with Adaptive Cooking Instructors

3.2.1 Participants. To complement feedback from cooks themselves, we interviewed four instructors (I1 - I4) who
teach blind cooking courses at a vision rehabilitation center (SAVVI, located in Arizona, USA); this included totally
blind, legally blind, and sighted instructors. Their demographic information is shown in Table 2.

3.2.2 Adaptive Cooking Instructor Interview. Each interview session took approximately 75 minutes and covered the
following topics:

• Demographics and Background [∼ 5 Minutes]: participants’ age, gender, vision level, and length of teaching
experience;

• Experiences in Blind Cooking Instruction [∼ 30Minutes]: experiences of instructing blind people in cooking
classes, including instructional practices, challenges faced by their students, learning barriers encountered by
their students, and preferences for recipe information and instruction;

• Perceptions of Recipe Presentation Quality [∼ 20 Minutes]: perceptions of recipe information sources,
quality, and quality of presentation for blind cooks; how information should be presented to blind cooks at
different stages of their learning processes and cooking activities;

• Instruction Information Access Technologies [∼ 20 Minutes]: technologies that participants used to teach
blind people to cook, and suggestions for how technology could be designed to better support blind cooks.

3.3 Data Analysis

To analyze the interview data from blind cooks, two researchers performed open coding [15] on the same four transcripts
to form and reconcile the initial codebook. Those researchers independently coded the remaining transcripts before
discussing the codes and resolving conflicts (e.g., missing codes, disagreements). After the two researchers reached a
consensus and reconciled the codebook, they performed affinity diagramming [29] using a Miro board [37] to cluster
the codes and identify emergent themes. The interview data from the instructors’ interviews were coded separated from
the cook interviews but using a similar process of redundant coding for all four transcripts (I1 - I4) by two researchers.
This was followed by discussion, conflict resolution, reconciliation, and affinity diagramming to identify emergent
themes.
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Fig. 1. Illustration of cooking phases using example from process to cook Beef Wellington from a Recipe

4 FINDINGS: CURRENT USE OF RECIPES WHILE COOKING (RQ1)

We identified current methods, strategies, and challenges of accessing recipes by cooks with vision impairments. These
are loosely organized into three cooking phases (Figure 1): 1) searching for and editing recipes before cooking, 2)
preparing their workspace and tools using recipe information, and 3) cooking while following recipe information.

4.1 Searching for and Editing Recipe Information

This stage of the process is characterized by actions taken to acquire information needed to perform specific cooking
tasks, decide between different recipes, and manipulate the recipes themselves to be used in the kitchen.

4.1.1 Search and Comparison. Participants described their ways of searching for recipe information ahead of cooking.
All participants mentioned that they use text-based online recipe information sources to learn non-visual cooking
skills (e.g., measurement techniques) and new recipes and cuisines. 20 participants described accessing recipes through
general purpose recipe websites (e.g., allrecipes.com, foodnetwork.com), 8 mentioned using specialized websites for
blind cooks (e.g., visionaware.org, acb.org), and 6 used Facebook groups (e.g., incredible recipes, the country cook). P17
described their experience of leveraging various online information for cooking with relative success:

“...The ads are really frustrating, but once you can get through those, I’ve had a lot of success. At Thanks-
giving, I always forget how long to do a Turkey or whatever, so I get the weight of my Turkey and I go
search and find all these recipes and things like that, and they’ve been super helpful and I’ve even gotten
some new ideas that I didn’t necessarily know about from reading these recipes and things like that. Get a
little more adventurous in my cooking. I’m a great basic cook, but trying new ideas and stuff, recipes are
great for that...”

A common challenge was how inaccessible and unpredictable visual content in online sources (e.g., ads,
commercial videos) diminishes the accessibility of the resource itself. P6 said:
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“...When navigating the recipe websites, swipe right to scroll through them. Sometimes that would cause
problems. If there was a video in the recipe, it would automatically start playing with sound. And even
if I were to scroll past it, the video was already playing. Then the sound would just continue...I don’t
know whether or not the video was still visually on the screen or not. But the audio still [played]. So
that was a real hindrance. Especially when you’re relying on the audio of TalkBack at the same time, so I
can’t remember if it was playing over TalkBack, or if TalkBack wasn’t working, but I do remember that it
basically stopped me in my tracks...”

Participants often search for multiple candidates and compare them based on ingredients, timing, and
availability. P7 explained:

“...I honestly just hop on Google...I’ll look to see how many people have rated it. I’ll look through three or
four recipes about the same thing, and figure out what sounds good to me, what flavors sound right, what
timing sounds right...”

In addition to accessing recipe information through websites, some participants have tried to use video and audio
sources, often with limited success. Twelve participants mentioned that they have accessed recipes through YouTube,
but do not rely on it due to lack of audio description of actions in YouTube videos, which caused missing
information. Some still use YouTube for ideation and inspiration. Five participants mentioned using audio podcasts for
cooking information, but did not generally follow recipes from those podcasts. When we asked participants what devices
they used to access this information, most used their phones. Six participants also mentioned that they sometimes
used smart speakers to access procedural and contextual information of cooking, but generally used them to answer
questions or provide short directions rather than following a full recipe. When asked about challenges related to audio
and video cooking information, participants mentioned the difficulty of following recipes with multiple steps (P1, P9),
lack of consistency of the recipe sources (P5, P17), and difficulty in extracting recipe information into a format they
could follow along with (P5, P12, P19).

4.1.2 Extraction and Manipulation. Once they selected a recipe, our participants applied a variety of strategies to extract
and manipulate information to make the content more accessible and easy to navigate. Nine participants described
saving information either in a Word document or text file, both for ease of navigation and to avoid ads. P1
commented on how she saved recipes from Facebook groups:

“...So I have joined a bunch of Facebook groups and I’ll typically get recipes from those groups, and if I see
something I will save it, and typically I’ll not look at it at the moment. I’ll just sort of save and curate. And
then when I have time, I’ll go look at the websites and copy everything out into easier-to-read plain text
files, so that I don’t have to deal with ads and web formatting when I’m trying to cook...”

In addition to copying and pasting text into documents, participants manually typed information from audio or
video recipes into a text document, although doing so required some tedious effort. P16 explained:

“...I’ll just play it a couple of seconds at a time. If she’s listing the ingredients, I’ll start it and pause it and
then type it into my computer. It’s not convenient, but it’s nicer than if I miss an ingredient. I’d have to
watch the whole video again...”

After converting the information into text, 13 participants described how they edited ingredients and steps, as
well as adding personal notes. Participants usually saved and edited recipes on a desktop or laptop computer, then
accessed those recipes on a mobile device while preparing and cooking. Participants often use their screen reader’s
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search function to search for headers or specific text, such as an ingredient name or measurement unit. P1
commented:

“...I’ll have to do a control F and find and I’ll search for a word of ingredients or I’ll search for the word
‘cup’ because I know that’s going to be in there somewhere. That is often why I’ll go ahead and copy it
into Notepad, because especially on mobile, it’s a different experience...I’d rather do it when I’m sitting
down and have the time to copy it out...”

4.2 Preparing Workspace and Tools

After finding the right recipe and converting it into an accessible format, participants often start the cooking process
itself by preparing and laying out tools and ingredients; sometimes this included specific tasks to make objects and
ingredients more accessible.

4.2.1 Identifying and Organizing Objects. Participants noted that preparing the workspace usually involves visually
identifying objects and food packaging such as the name of the object, expiration date, nutritional information, and
suggested cooking instructions. Participants use visual recognition apps (e.g., SeeingAI [57], Lookout [24]) to
scan objects. Our participants discussed various challenges they encountered while using vision apps in the kitchen,
such as accurately detecting text on different food packages, controlling when text is (or is not) read out, and navigating
visual descriptions. P19 described the positive and negative aspects of using AI-based vision apps to scan food products:

“...If you buy canned fruit they might actually have a little recipe on the side of the can, and sometimes I
try to read that and try to figure that out. And that’s kind of an adventure. It’s not very accurate at all
times, but it’s something I like doing just because I can’t access such information from other sources...”

When using apps, participants sometimes struggle to get them to only read their desired text, and to not just
read any text that shows up in the camera’s field of view. P9 explained:

“...So those are not the best if you want to get the ingredients honestly, because it would just start reading
whatever is in front of you, but there’s no real order or you cannot explore using...So, it would be nice
if there was a mode where you can really scan or take a picture of the product and it would give you a
better interpretation of columns and better interpretation of tables on a package...”

P6 desiresmore fine-grained control over what information is presented at what time, for example describing
what each object is when first organizing ingredients, but not to repeat that every time:

“...I don’t want the app to track other things. For example, I only want to know was it like a package of fish,
or is it like a package of paddies. I only want to know this information while I’m turning on the system. ”

Beyond extracting information from physical packages, participants also faced challenges when identifying ingredi-
ents in similarly-shaped containers, such as spices. Some participants choose to apply tactile markers or NFC tags
to distinguish similarly-shaped objects (e.g., WayAround Tagging System (Figure 2) (P3, P6, P7, P18).

4.2.2 Managing Measurements. Using measuring cups or spoons presented accessibility challenges when the cook must
measure something that partially fills the measuring cup (e.g. detecting when a measuring cup is half full). Participants
favored smaller measuring tools that could be filled completely, so as not to require reading markings on
them. P8 commented:
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Fig. 2. Participants altered objects to make them more accessible, such as by adding NFC labels to spice jars.

Recipe step (visual descriptions in bold)
Bake until baklava is golden and crisp.
Drop the covered ice cream balls, into the hot oil and fry, turning occasionally so they color evenly, until golden brown on all sides.
Heat 2 tablespoons olive oil over high heat until shimmering.
Continue baking until lightly browned on top.
Fold the sides, top, and bottom of each husk in toward the center to enclose dough.
Add the onions to the skillet and sauté until translucent.
Slowly knead in a small amount of water at a time, using just enough to form a soft dough that is pliable and even in color.
Deep fry until bright red in color and crispy.
Reduce heat to 425 degrees F (220 degrees C) and continue baking until pastry is a rich, golden brown.

Table 3. Recipe steps gathered for the recipe editing task. Recipe steps often included inaccessible visual descriptions.

“...I frequently employ a variety of measuring tools for different recipes. Depending on whether I’m
measuring liquids or solids, I use distinct measuring cups with different units. I tend to favor smaller
measuring cups and measure multiple times, as it’s more convenient for me than attempting to use a
larger measuring cup, which can be challenging to measure a portion of it...”

Participants found recipes challengingwhen theymixed units of measurement, as that required using and coordinating
more measuring tools. Participants noted that automatic unit conversion could simplify this task (P2, P8, P11, P15).
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Fig. 3. Technology used to accessing recipes. (a) P4 uses an accessible audio player to play back recipes; (b) P2 puts cling wrap on
their laptop to prevent it from getting dirty; (c) P11 uses a smart speaker in the kitchen to access recipes and timers hands-free.

4.3 Following Recipes while Cooking

Most participants listen to recipes in audio format while cooking. Participants use a variety of tools to access recipes
while cooking, including their smartphone-based screen reader (9), laptop screen reader (8), audio players/text-to-speech
apps (7), smart speakers (6), physical cookbooks (3), and smartwatches (1) (see figure 3).

4.3.1 Navigating Recipes while Cooking. Participants generally (N=17) used touch gestures to navigate while
cooking, either via a screen reader or smartphone. One challenge is that screen readers often repeat unnecessary
information, even when a cook needs to act quickly. This problem also occurs when recipes are not broken down
into individual steps. P6 explained:

“...When I’m looking at the steps...I would listen to it. and then go back and complete a couple of actions,
and then have to re-listen to the step. [When replaying the step] It often plays from the beginning of
the step. And every time, I ended up having to listen to information that isn’t necessarily relevant to the
actions I’m actually doing...”

Devices with physical buttons, such as dedicated audio players, may be easier to manipulate while cooking
(see Figure 3 (a)). P2 commented:

“...I’d have it on my Victor Stream [audio player]. and I could just press the play/pause button and rewind
it if I needed to, or fast-forward it...”

While some participants have access to smart speakers, it can be difficult to navigate through a recipe using
voice commands alone. This difficulty is exacerbated by devices that repeat information or forget the current state of
the recipe (P3, P15). P15 explained:

“...I typically do not use Alexa to guide me through the recipe while cooking. It is very common that it
does not recognize your wording clearly and loses the current stage of information...”

4.3.2 Protecting Devices from Liquids and Other Hazards. One commonly described challenge was interacting with
devices while in the process of cooking, especially when the workspace could be harmful to electronic devices (i.e.,
wet or messy) or when their hands are dirty. Participants described several strategies for overcoming these challenges:
positioning their devices far away from the cooking area, adding protective coverings such as plastic wrap (see
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Figure 3 (b)), or using voice or other hands-free interaction methods (e.g., using a smart speaker (see Figure 3 (c))).
P2 described his strategy:

“...When I was using my laptop, I would get like Saran Wrap or something, and I kind of wrap it over the
keyboard. So when I was pressing the buttons, I knew it was kind of covered. So I could still press the
buttons, but then the Saran Wrap would be covering it...”

4.3.3 Memorizing Steps to Reduce Interactions with Recipes. One strategy that applied regardless of the technology
used to follow a recipe was to memorize several steps at a time to reduce the number of times they consulted the
recipe. One participant (P7) shared her personal experiences on this matter:

“...And I look, kind of skim back and forth, and try to keep remembering. ‘Okay. So this much water for the
rice. And no, this time when I make it, I’m not putting ginger in there, but I did last time for the slightly
other recipes that they sent me.’ So yeah, looking back and forth to figure out what am I throwing in there
and when and if my timing is right. So yeah, just scrolling back and forth as I went, as I would do steps...”

5 FINDINGS: RECIPE CONTENT AND STRUCTURE (RQ2)

During the study, participants read along with recipes that were chosen by the research team based on the three dishes
they wanted to learn and suggested recipe sources. They provided feedback about their preferred structure, descriptions,
and levels of detail for these recipes. Specifically, we engage the question: What types of information, descriptions,

alternatives, and structures might make the cooking process more effective?

5.1 Recipe Content Preferences

Through reviewing recipes with the research team, participants shared their feedback on what information was
necessary, unnecessary, or missing in each step.

5.1.1 Alternatives for Visual Descriptors. Recipes often include steps that require visually inspecting food as it is being
prepared, such as checking doneness by examining the food’s color (see examples in Table 3). These visual checks
are inaccessible to many blind cooks. One of P13’s sample recipes included the instruction: “Toast split bread under
the broiler. Remove bread when it is toasted golden brown in color.” This accessibility problem was mentioned by
most participants as an obstacle that they could not easily overcome. P7 commented:

“...It is really common to see ‘cook this until golden brown’ in recipes, but it is sometimes hard to standardize
the conversion to a description in time or texture. By this time, I always need to further search online for
a different recipe for the same cuisine and check if it has a different description...”

Many recipes include time-based instructions (e.g., “pan fry for 5 minutes”) along with visual descriptors. However,
timing information is not always sufficient, as cooking times and equipment vary. P19 explained:

“...Yeah, so just knowing the time of cooking didn’t give you how well things cooked. So that’s the thing.
Sometimes if your water evaporates faster or if your heat is too low, it will be raw on the inside. So, it’s
not really telling you how you know if they’re cooked through. Even after an hour passes, if you have
your heat too low, then they might still be raw...”

Besides timing, our participants highlighted the importance of having texture descriptions (4), sound descrip-
tions (6), as well as smell descriptions (3) to substitute the use of visual descriptions. P4 commented on the
importance of having smell descriptions:
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“...Most of the recipes will not have the smell part of the description. They will say, when it looks reddish
brown, caramelized onion. So caramelized onion, there will be a smell...Caramelized onion smells sweet
and nice...You will know the smell of when it is cooked...Onions will smell differently than cooking potatoes
or cooking peas or whatever you are cooking...”

5.1.2 Summaries and Outlines. Participants noted that, before starting cooking, they often read through the entire
recipe to ensure that they had the needed ingredients and tools, and to make time to prepare the dish. Participants
using screen readers found that reading the entire recipe often took too much time, often because the recipe
contained extraneous information such as stories about the recipe. Participants prefer having an overview or
summary at the beginning of the recipe. P9 explained her desire to know how the dish would turn out before
reading the recipe:

“...And I also think getting a short overview of how the recipe is going to turn out. I guess or some of
the ingredients, maybe the basic ingredients that you’re going to need without telling you the amounts
necessarily. But at least that way you can figure out if, oh okay, I do have all the ingredients to make it, or
oh, you know what, I’m missing something basic...”

Furthermore, beyond a high-level overview at the beginning of the recipe, our participants also described their
desire to have a short summary of the key task and estimated time for each step at the beginning of each
instruction step to reduce the effort of navigation. P12 mentioned:

“...I would rather [the summary] be part of the steps, and they shouldn’t go on too long. Like the scalding,
it should be able to describe it pretty shortly. But I would like it to be right there in that step. You don’t
want to have to go to someplace else to find it, because then you’d have to find your way back to where
you were...”

5.1.3 Precise Descriptions of Components and Actions. Participants noted that some recipe descriptions were vague
or left out important details, and noted that images within recipes often provide useful contextual information about
the size, shape, and color of ingredients, and about how to physically complete cooking steps. Participants noted that
recipes should describe in text any contextual information that is presented visually, such as the size of an
item or how a particular task should be performed. For example, one of P16’s sample recipes stated “form into
patties and place on the prepared broiler pan or baking sheet;” P16 commented:

“...I’d want to know an approximation of the size of the patty...”

Similarly, some recipesmay omit details about specific tools to use, or might expect readers to infer this information
from a photo. In response to the instruction “Heat oil in a large skillet or wok over moderate heat,” P9 commented

“...[I don’t know] the size of the skillet, because large could mean different things to different people...”

Recipes with images might also omit details about how to perform certain actions, such as distance, intensity,
time, and repetition. In response to the instruction “place foil around the edges of the crust to protect it from burning,”
P3 asked:

“...Yep, how far on the edge? Is it over the edge into the pie? Is it the edge that is not covered by the egg
mixture? I think I’d want a little more specific on that...”

5.1.4 Substitutions or Alternative Instructions. Recipes oftenmake assumptions about the tools that the user has available.
Our participants noted that they may sometimes perform tasks differently than others, such as by using specialized
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tools (e.g., accessible measuring cups) or cooking in a certain way for accessibility reasons. Twelve participants noted
that they prefer recipes that provide information about alternatives, such as substituting ingredients or using
alternate cooking tools, and optional steps. P9 commented on the importance of providing substitutions:

“...I guess it would also be cool to include in the recipe maybe at the end or in the ingredients list, if there’s
any substitution for any ingredient that you can make if you don’t have that ingredient at home or if
there’s something that you can skip, optional things. I think mostly recipes do tell you if something is
optional, but they don’t give you any substitutions. For example, if you’re trying to make cookies and
then you don’t have eggs, they don’t necessarily give you substitutions for, okay, if you don’t have eggs,
we recommend you to use this...”

When given the instruction“Heat oil in a deep fryer to 400 degrees F (200 degrees C). Deep fry samosas until golden
brown, 3 to 5 minutes each”, P15 noted that it would be helpful to suggest alternative cooking methods:

“...I don’t deep fry things because it is hard for me to track the food. What’s an alternative? If there’s a
baking alternative, put it right there in the step. like: For deep frying, do this. For baking: do this. For air
fryer: do this...”

5.1.5 Time Range and Tolerance Details. Participants preferred instructions that provide a time range for each step,
and note how these timings might affect the final product. P6 commented on the uncertainty of timing included
in recipes which results in over- or under-cooking food:

“...there’ll be a lot of times where the cooking time won’t be, it won’t necessarily reflect how long it takes
for, say, chicken to cook. It’ll be either undercooked, or sometimes they’ll go in the opposite direction
and in the recipe they’ll give instructions for times to cook a chicken that will end up being completely
overcooked because they’re afraid that somebody’s going to undercook it and get sick...”

P4 commented on the need to have time ranges as descriptions: “Five minutes timing is not enough, and sometimes

they can say a range between five to seven minutes, not just five minutes.” Furthermore, our participants also commented
on the value of describing time constraints around when certain steps must happen, and which steps can be
combined. P11 commented on their preferences about time management:

“...I need specifics, I need temperature, I need time, and things that keep time management going. So a
recipe where it will give you the instructions to cook pasta and tell you while you’re cooking the pasta
now you can do something, you can make the sauce. You can do something else within the timeframe,
like the 11 minutes it takes to cook pasta...”

5.2 Recipe Structure Preferences

5.2.1 Separate Processes into Discrete Steps. All participants mentioned at some point that existing recipes often
have steps that are too long, or that combinemultiple steps into a single instruction. Participants suggested that
recipes should be broken into discrete steps for each ingredient and action. P19 noted that it can be confusing
when multiple ingredients are added in a single step:

“...when you were mixing the eggs white with the milk. that’s one step, then, when you fold in the egg
yolks. I think that would be another step. That’s another that you know. That’s another agent entering. So
anytime you have to add another ingredient. I would, but I consider that another step...”

Similarly, P11 noted that each action should be described in a separate step:
13
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“...You have something, you’re putting a bunch of stuff in and cooking it for 25 minutes, that’s your first
step. And then your next step is to put more stuff in, and cook that for six more minutes. The next step
that changes or alters the cooking time or adds to the cooking time, makes that its own step. And then try
to keep the activities in the step logically linked. So again, if you’re manipulating food, cooking, adjusting
heat, timing, that’s one step...”

Recipes that did not follow these rules could be confusing. For example, P2 noted that a recipe was not clear about
how often a repeated action should be performed:

“...No, I do not understand it all. Maybe because it was adding, adding the milk, you know, and then
whisking it until it thickened, and then adding more milk and whisking it until thickened. You might
wanna break that down. So because you’re adding milk. In fact, I can’t remember if it was 3 or 4 times.
you might want to add each one of those. So if I was doing something new, I’m, you know, might say,
okay, I’ve done that step. Okay, now I’m on step 2, and so the second time I add the milk, and then you
know, step 3...”

5.2.2 Organizing Ingredients by Use or Type. P16 noted that some recipes list ingredients in confusing order, and
that ingredients should be ordered by when they are used:

“...Yeah, I would say my ideal recipe is going to be my ingredients list first, grouped together based on
usage. So, back to that banana bread, I want the baking soda, the flour, and the salt to be at the top of the
list. And then I want it to be sugar, brown sugar, and bananas. And then I want it to be chocolate chips
because those are the order that they’re added in. And then I like to go into the directions section...”

Alternatively, some participants preferred that ingredients be listed by general category, so that they could be
gathered at once and (when possible) mixed ahead of time. As P3 explained:

“...For ingredients, I’d want...A lot of times in baking recipes, wet ingredients together, dry ingredients
together...”

Participants emphasized the importance of using consistent language to describe ingredients, both in the
ingredients list and later in the instructions. When navigating a recipe with a screen reader, it is often difficult to jump
back and forth between the ingredients list and the current step, as explained by P3:

“...[is the garlic] dry? Is it dry garlic? Or was it garlic powder? Is it garlic salt? Whatever it is called for
in the ingredient list, just call it by the same name all the way through, I’d say. Well, all the spices. Is it
brown sugar? Is it white sugar? Is it ... I’m assuming it’s ground cinnamon and other things. Just keep
consistency between the ingredient list and the step...”

5.2.3 Group Steps into Logical Chunks. Recipes comprise a list of steps in order with the expectation that users will
complete all of the steps in order. However, there may be times when blind cooks perform steps out of order, or
break a recipe into several working sessions due to timing or accessibility constraints. P6 mentioned his desire
for recipes that are broken into logical chunks so that he can work on each part as time permits:

“...Making sure to you know if you’re putting a whole dish together, and you’re preparing a couple of
different specific things that are gonna go together. Say, you’re cooking a sauce or a gravy, and then
separately. You’re cooking, you know, meat like a steak, or and then, you know, maybe you’re also cooking,
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you know some onions and peppers to go on top of that clearly separating that into different sections is a
big help for recipes...”

Participants also preferred when recipes note which ingredients will be used multiple times. P7 explained:

“...Oh, right. So you want two of them in this part and then one of them in that part. If more ingredients
were that way, six cloves of garlic divided and then you’d know, Okay, let me just throw these in two
separate areas so that I don’t accidentally put all of it in one space...”

6 FINDINGS: HOW TECHNOLOGY CAN IMPROVE RECIPE ACCESSIBILITY (RQ3)

During our interviews, participants shared their current challenges and frustrations related to following recipes while
cooking. These examples led to further discussion about how technology could be improved to mitigate these challenges.
Here we consider the question: How can technology make following recipes more accessible?

6.1 Improving Recipe Organization, Navigation, and Level of Detail

6.1.1 Provide a Level of Detail that Matches the User. Participants may prefer different levels of detail depending on
their skill or familiarity with the recipe. Since there may be no one-size-fits-all level of detail, recipes can be adapted
to the user’s skills and experience. P9 explained:

“...It has to be detailed, but not so much that you have a paragraph for each step. So I don’t want to get
all the information, but I do want to get the information that I need. And my background is in culinary
arts, so maybe for me, it’s easier to understand even with fewer words. But if I learned to cook or started
cooking while I was blind, I would definitely want to get some non-visual pointers in my recipes...”

Participants noted that each user might prefer more or less detail for a recipe, depending on their stage
within the cooking process. P1 said:

“...I’m thinking because I think there are different modes of viewing a recipe. So it could be that when
someone is just looking at the recipe or when they’re battle planning, they’re preparing to cook, that
information is annoying, it’s too much. It is too much, it’s cognitive overload to read all that in one step...”

6.1.2 Communicating Information via Voice Characteristics. Some participants suggested that a system could commu-
nicate contextual information by changing the characteristics of text-to-speech voices, such as using different
voices to read different parts of the recipe (P12), or allowing users to adjust speed and volume during specific cooking
stages (P2, P3, P4, P14, P17, P20). For example, P4 noted that she might use a fast voice when cooking alone, but slow
the voice down if she was cooking with a friend.

6.1.3 Enable Non-Linear Navigation through Recipes. Participants described the difficulty of tracking steps and
managing timing, especially when multiple steps [must happen simultaneously]. P11 explained:

“...I need time, and things that keep timemanagement going. So a recipe where will give you the instructions
to cook pasta and tell you while you’re cooking the pasta now you can do something, you can make the
sauce. You can do something else within the timeframe, like the 11 minutes it takes to cook pasta...”

One way to address this challenge is to provide alternative paths for stepping through a recipe. P9 presented
an example of her desired navigation strategy:
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“...Yeah. So how it works is I’ll ask for a recipe, it will give me the first option. If I like it, I can give it two
different commands. The first command is to start with ingredients or start a recipe or something like that.
I’m not getting the right wording, but it’s the concept of. So when you start gathering the ingredients, it
will go one at a time and you just tell like the next ingredient. Of course you have to say her name and
then next ingredient, next ingredient. And then it will tell you when you’re at the end of the ingredients,
and it will ask you if you want to continue with the instructions and then it goes one step at a time...”

6.2 Supporting Users in Learning to Cook

We asked the adaptive cooking instructors about how their students work when taking classes, and how they could be
better supported in their cooking activities.

6.2.1 Customizing Instructions for Skills and Ability. All instructors mentioned the importance of adapting instructions
to the student, depending on their age, cooking experience, skill, and visual abilities. For example, I3 noted that some
students knew how to cook before the vision loss and took cooking classes only to re-learn cooking skills non-visually,
while others are learning to cook for the first time. We also found that people with fewer years of cooking experience
or who have never cooked before blindness (e.g., P16) are more likely to prefer more detailed cooking descriptions and
links to external resources through technology than people who had many years of cooking experience before blindness
(e.g., P6). I4 emphasized the importance of providing customized cooking instructions based on individual
background:

“...I found these newly blind people who show interest in cooking tend to have different understandings of
cooking. Emmm, I remember there was a student who was a chef before becoming blind. His knowledge
was much stronger than mine, so I only needed to teach him the basics of using tools non-visually, etc.
But for many many other students who were blind and had never cooked independently before, I need to
start from scratch to teach them everything...”

As noted in Section 4.1.2, more experienced cooks often edited recipes while transcribing them into a text file.
Essentially, these cooks are customizing their own recipes, although customizing and editing recipes could be
made easier. P8 described how and when he chooses to customize recipes:

“...Yeah, my first time when following the recipe, I just get to follow the recipe. And wherever I feel, okay,
I’m not comfortable with this, I can actually make my own personal adjustments. Yeah. Yeah. That’s just
my own recipe...”

The process of customizing a recipe also creates an accessible version of the recipe that may be useful to
other blind cooks. P7 commented: “I wish I could just see and use other people’s edits on the recipe who are also blind,

which could save a lot of time. Other people could then see my edits too.”

6.2.2 Structured Discovery and Professional Instructions. Instructors mentioned the teaching approach called Structured
Discovery as a way to support students with varying skills and abilities. In Structured Discovery, instructors refrain
from using hand-over-hand guidance and encourage students to experience cooking skills on their own with verbal
guidance from instructors. I1 explained:

“...We’re a structured discovery center, so most of the time it’s students having to work through these
things on their own...Typically, I don’t do a lot of hand-over-hand teaching. If I’m giving instruction or if
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students need any clarification or they’re learning something new, I always try to give verbal instructions
first...”

We also found that our participants prefer instructions that are intended for blind cooks specifically, rather
than for the general population. P11 commented on the usefulness of BeMyEyes [78] in his cooking:

“...So if they had some kind of connection to chefs or anyone that can note that they are cooks or they
have good cooking knowledge, then when you go in and you specifically request. Hey, I need some help
in the kitchen, then you can get someone who’s knowledgeable about cooking methods or just things that
you need a little bit of guidance or things that you need to do something in the kitchen...”

6.2.3 AnsweringQuestions and Providing Assurance. Our instructors (I1 - I4) mentioned that during cooking classes, their
students constantly ask questions for confirmation and learning purposes. They noted that asking questions
while practicing can be a distraction, and that students must learn to act without external confirmation. I3
explained:

“...A lot of times it’s just looking for reassurance. Did I do this right? That’s the biggest one. I’m not sure if
I’m doing this right or if this is the right piece of equipment. Because we try to get that out of the way
ahead of time. I try to make them think through the process and ask most of the questions that they
would’ve asked in the process ahead of time in conversation. It takes a lot of time to do that, but it saves
time during the actual cooking process...”

Our participants mentioned that existing ways of asking smart speakers, searching through recipes, or using vision
assistance Apps either cannot get the expected answer or the whole process takes too long (Section 4.3). We found that
cooking-related questions are often very context-specific, such as “how long should I cook this tomato again?” This
points to the importance of understanding the question’s intent and the current stage of the recipe. P3 shared
some common questions that she has while cooking:

“...Yeah. Standard questions like, what’s the cooking time? What’s the oven temperature? Things like that.
That would be handy to know right away...”

6.3 Integrating Technology into Kitchen Activities

As discussed previously, participants often struggled with using their normal cooking devices in the kitchen, and
invented workarounds for doing so, such as covering their laptop with cling film. During our interviews, we discussed
how technology could better integrate into kitchen activities.

6.3.1 Using Multiple Devices Together. One problem noted by participants was the difficulty in sharing information
across multiple devices, such as when they saved recipes on a computer and read them on a mobile device. P12
suggested that cooking information should propagate across his computing devices, including his smartphone and
smartwatch:

“...[it should] notify me on my phone and my Apple Watch when it is done by vibration or sound whenever
it is appropriate...”

6.3.2 Integrating At-School Learning and At-Home Practice. I1 noted that recipes and tools used at school should
also be available at home, to support practicing skills:
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“...Yeah, a huge, huge thing that I would love to support is having as many smart devices in the house.
However, if a person is in training and they have the smart devices in the kitchen and they don’t have
them at their house, then that’s going to be a challenge. So I also think meeting the students where they’re
at is a good thing, too. So meaning that besides the smart devices, if they don’t have them at home, we’ll
then also teach them without those smart devices...”

Instructors mentioned that their students may struggle to reproduce work from class at home, with different
tools available and without feedback from instructors (I1, I2, I4). I4 explained:

“...I mean, many of my students do not have the same set of tools or devices at home compared with the
kitchen at the rehab center, they sometimes struggle with the tools they have at home and there is not
much I could do to help them...I usually have my phone available after hours and try to clarify and help as
much as I can, but it is usually hard to do so through phone calls...”

6.3.3 Supporting Hands-Free Interaction. In a previous section, we noted the challenge of switching between cooking
activities and interacting with technology. Participants suggested that technology could enablehands-free interactions
with their recipe devices, would reduce the need to rinse and dry their hands during cooking. P19 commented:

“...It would be nice to have either something that can be on some sort of a stand or hands-free something
that you can ask your device to do, especially when you have your hands full. So you got your potatoes in
one thing, and you got your stuff, and it’s really difficult to actually grab your phone and try to see. You
know. Rinse your hands and then get back to other stuff. It’d be really nice to have something hands-free
that can do that or even a wearable that concentrates on stuff like that cooking...”

Alternatively, computing devices could provide simplified touch interfaces to prevent mistaken input. P1 said:

“...So sometimes with apps, you can restrict the gestures that are available to make so that, what am I
trying to say? When you’re navigating with a screen reader on the phone, you have all the gestures
available to you so you can accidentally go out of the file or you can accidentally lose your place. So if it
was an app...that would restrict the gestures and only leave you a limited number of gestures available in
that app. So you can’t accidentally go out of the recipe...”

Our participants also emphasized the importance of leveraging multiple interaction modalities while cooking
(P2, P8, P11, P17). P17 commented:

“...I only have one option to interact with my recipe reader which is through touch, I had to wash my
hands multiple times and I wish I could simply use voice or wave my hand to move the recipe to the next
step...”

7 DISCUSSION AND FUTURE DIRECTIONS

In this section, we will discuss opportunities and considerations to augment recipe information and interactive
technologies to better support non-visual access to cooking instructions and related information.

7.1 Augmenting Recipes to Make Them More Accessible

The first strategy we suggest is to augment the information content within the recipe itself. This would include
modifying recipes to add the suggested information additions or to make them more widely adopted. Referring back to
the previous section, this would include support for non-visual alternative descriptions for objects (including sound,
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smell, or touch) and especially changes in ingredient or cooking status (Section 5.1). Incorporating both summaries
and additional precision where appropriate. Today’s AI tools (e.g., Large Language Models (LLMs)) may be used to
summarize short pieces of the recipe to achieve the vision of concise step descriptions based on key actions without the
need to re-write the full recipe [54, 64, 73]. By gathering further information from blind cooks, it may also be possible
to identify unique substitutions for actions, in addition to utilizing resources for ingredient substitutions. Furthermore,
leveraging the expert knowledge of chefs and food safety experts we may also be able to identify resources to build a
repository of tolerance information for various ingredients.

7.1.1 Non-visual Database for Common Cooking References and Substitutions. In our study, we showed that our
participants prefer having non-visual interpretations to substitute visual descriptors (e.g., cook until golden brown) to
reduce the barriers to learning and following cooking instructions effectively. We found that our participants gradually
supplemented their cognition by either converting the visual description of a certain action or process non-visually
before starting to cook, or utilizing strategies directly learned from blind cooking classes. This approach varies based
on different ingredients, ways of cooking, size of the food, shape, and many other variables, which makes the process
very experimental. We believe that it could be beneficial to create a database of non-visual descriptors for common
cooking tasks and references to allow simple and automatic substitutions of relevant information. This database
of recipe descriptions could include attributes such as [Original Visual Description], [Ingredient], [Cuisine Name],
[Cooking Method], and [Non-Visual Description]. We believe this would reduce the learning curve for people with
vision impairments, and having such a database could also contribute to recipe customization models (e.g., [14, 42, 72])
to automatically transform recipes with non-visual equivalence.

7.2 Facilitating Information Extraction for Kitchen Tools and Ingredients

7.2.1 Automatic Extraction of Visual Content from Photos and Video. From our study, we found existing online recipes
contain various visual content that are inaccessible to blind people, such as having pictures or videos attached to the
text to show the ingredients, steps, or size of objects. For example, in a video recipe, the person might verbally say,
“Cook this until golden brown,” however, we can leverage data extraction tools [79] to identify any text shown in the
video that indicates the timing or even extract relevant or unique sounds that is generated through the process (e.g.,
sizzling). This approach could potentially contribute to the non-visual reference database for visually impaired people
to leverage while following a typical recipe.

7.2.2 Supporting Extraction of Static Information from Physical Objects. In our paper, we found that our participants
leveraged vision apps to identify information on physical packages, and we showed various challenges that they
encountered through the process (Section 4.2). This is similar to prior research that explored package fetching by people
with vision impairments [44]. Here, we propose future research to consider providing universal designs of packaging for
visually impaired people, which includes considerations of the absolute position of certain information on the physical
package (e.g., nutrition list, ingredients list, cooking instructions), support recognition of unpackaged items (e.g., a
bunch of parsley from the store), as well as tactile readings [65]. Due to the existing difficulties of using vision Apps to
identify visualizations (Section 4.2), we also recommend package designers to utilize plain text structure and provide
high-level summaries for easier reading through vision apps.

7.2.3 Supporting Extraction of Dynamic Information from Physical Objects. Furthermore, objects used in the kitchen
often change or move, thus necessitating a constant re-evaluation of space and the objects that are being used. Future
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technology tools need to be able to support identifying these kinds of changes and communicate such information
at appropriate stages during the cooking process [46]. Our participants mentioned how the granularity of recipe
information may change through different cooking stages (Section 5), and the same applies to details about physical
objects, especially while learning (Section 6). For instance, consider a simple example of a knife, a versatile tool in the
kitchen. At the start of a cooking task, people might need information about its location to ensure it’s safely stowed in
its designated spot. However, as the cooking progresses, the context for this object evolves. People may need updates
on whether the knife has been used, requiring information on its cleanliness and any food residues. Later in the process,
people might require data on the knife’s orientation, particularly if you’ve set it aside with the blade exposed. This
need for dynamic information motivates technology to assist blind cooks by reducing cognitive load and increasing
environmental awareness.

7.3 Supporting More Accessible Kitchen Work

7.3.1 Multimodal Opportunities for Blind People in the Kitchen. We also learned that our participants prefer having
the option to have multiple devices (e.g., connect the smartphone with the smart speaker) and modalities (e.g., sound,
haptic) in the kitchen to interact with recipes while cooking for convenience and reduce false-positives (Section 6.3.1).
This would provide the freedom to choose the modality to interact with the system and receive output in preferred ways
[50]. This provides opportunities to consider: 1) How the input and output modalities should be designed? 2) What
are the preferred gestures for the multimodal systems? 3) what are the design considerations of having multimodal
systems in the kitchen for blind people (e.g., deployment, activation)? 4) What are the broader perceived benefits beyond
interacting with recipes by using multimodal systems in the kitchen?

7.3.2 Information Modality for Cognition. In our paper, we showed that our participants leveraged text and video
for different purposes (e.g., manually transcribing video content for details to text). Specifically, we discussed how
our participants prefer leveraging sound and sayings from the cook to gain motivation for cooking (Section 4.1.1).
Beyond cooking, our findings correlate to prior research on leveraging multimodal guides or interaction to support
blind people in everyday activities, such as navigation [53], social interaction [38], game [68], doing makeup [51] and
art experiences [13]. Therefore, to enhance the adaptation of information, further research should also consider how to
enable information in different modalities (e.g., sound, smell, tactile) to better motivate and assist people with vision
impairments in accessing information and interacting with devices in cooking.

7.3.3 Conversational User Interfaces for Kitchen-AI Systems. In our findings, we showed that our participants commonly
leveraged communications with their instructors in the cooking class to reassure their process and ask for clarifications
on specific steps (Section 6.2.3). This provides opportunities for leveraging tools such as LLMs [36] to provide prompts
to answer questions that are highly contextual based on specific recipes to support learning experiences and agency
to cook without instructors. For example, this includes providing details of specific steps that require high memory
load (e.g., quantity, time, ingredients), having detailed guidance on how to perform certain actions without vision
(e.g., suggestions on measuring food doneness), having summarization of a recipe, and describing alternative ways to
do something. To do so, future research should conduct contextual inquiries to observe existing Q&A conversations
between blind cooking students and their instructors in cooking classes to further explore the proper prompts to provide
accurate and ethical responses [36, 81] through the conversational user interfaces.
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7.3.4 Customization Based on Individual Backgrounds and Conditions. In our findings, we showed that our instructors
tailored their instructions based on people’s diverse backgrounds (Section 6.2.1), such as people with or without
cooking experiences before becoming blind or people of different ages [41]. In our study with blind cooks, we had
participants who were totally blind as well as legally blind who were capable of finger counting (Table 1). By analyzing
their behaviors, we found that our participants who are legally blind and can perform finger counting or exhibited
some degree of tunnel vision (e.g., P6, P9, P12) also employed vision-assistive technologies during cooking procedures
non-visually, such as P6 used BeMyEyes to read physical packages, P9 used SeeingAI to read labels, and P12 used
voiceover to walk through recipes on mobile devices, which is identical to other participants who are totally blind. On
the other hand, we found there are slight differences regarding how they incorporated vision-assistive technologies
with their remaining visual capabilities (e.g., light perception). For instance, while using SeeingAI to identify object
locations, P12 utilized his light perceptions to estimate the facing direction based on the daylight from the window and
the surrounding area that might contain certain objects (e.g., milk in the fridge). Drawing insights from both blind
cooks and instructors, our recommendation for future systems is to offer users comprehensive control options. This
includes preferences for spoken information, customizable levels of navigational assistance, and targeted guidance on
specific cooking skills. Empowering end-users with detailed controls can potentially enhance their individual user
experience and adaptability to diverse needs.

8 LIMITATIONS

In our semi-structured interview, we only recruited four cooking instructors from a vision rehabilitation center. We
found different people have different ways of instructing visually impaired people in cooking activities. In future
research, we believe it would be useful to conduct interviews with different people who have different relationships
with blind cooks (e.g., parents, friends, cooking instructors) to understand the practices and challenges that they have
to provide proper support to people with vision impairments. Furthermore, we only conducted studies with people
who are legally or totally blind and who have cooking experience. People with low vision that have different vision
conditions (e.g., blurry vision, central vision loss) or people who just started learning how to cook, might have different
practices and challenges of accessing recipe information while cooking. Future research could conduct comparison
studies to understand the differences in individual needs and preferences regarding instructional information by people
with different vision conditions, cooking experiences, and different cultural backgrounds [47, 74]. Moreover, all of
our participants used certain forms of technology to access and interact with recipe information. Future work should
formally evaluate how familiarity with using technology can impact the cooking experience with recipes.

9 CONCLUSION

In this paper, we first presented the methods, strategies, and challenges of accessing recipe information at three different
cooking stages for people with vision impairments (e.g., making customized edits to ingredients and steps for accessible
experiences). We then showed the desired recipe information descriptions and structures that our participants prefer to
have while cooking (e.g., non-visual alternative descriptions, improving browsable structure). We also described design
features for technologies to better support recipe access (e.g., adaptive reading and voice modulation). We concluded
with a discussion of future directions and opportunities for augmenting recipe information, facilitating information
extraction for kitchen tools and ingredients, and supporting accessible interactions in the kitchen. These opportunities
include novel directions for creating a non-visual database for common cooking references and substitutions, as well as
multimodal opportunities for people with vision impairments in the kitchen to support agency and reduce physical and
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mental effort. Overall, our research provides nuanced insights and design guidelines to enhance recipe accessibility for
people with vision impairments.
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